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Influence of the Stress, Strain, and Temperature
on the Surface Roughness of an AISI 52100 Steel
Due to an Orthogonal Cut
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In recent years, the finite element method (FEM) has become the main tool for simulating the metal cutting
process because research based on trial and error is time consuming and requires high investment. Early
studies were done by different investigators. In this research AISI 52100, hardened steel (62 HRC) was
selected for an orthogonal machining process as well as metal cutting simulation using the software
DEFORM-2D. This software is based on a forging process and has been adapted to an orthogonal ma-
chining process. The results of simulated cutting forces were compared with experimental cutting force
data to validate the orthogonal cut simulation. Also, the surface roughness was measured, and the influence
of the stress, strain, and temperature on the surface roughness was studied.

Keywords hard, orthogonal, polycrystalline cubic boron nitride
(PCBN), process, turning

1. Introduction

Since 1930, several studies have been made in the area of
cutting processes. The studies of chip formation were the main
goal of the research since, from these studies, they could know
the cutting forces, stresses, and temperatures involved in the
process. Various methods were proposed, several of them
based on the fundamentals of mechanical cutting processes and
the others based on experimental expressions. The first person
to model orthogonal metal cutting was Merchant (Ref 1), who
introduced the concept of the shear angle (his results were very
good for polymeric materials but not for metals). Lee and
Schaffer subsequently proposed an analytical model using slip-
line theory (Ref 2). Tay et al. (Ref 3) obtained temperature
distributions for cases of orthogonal machining with continu-
ous chip formation by solving the steady two-dimensional en-
ergy equation using the finite element method (FEM).

Hasting (Ref 4) described an approximate machining theory
in which the temperature, strain rate, and workpiece properties
were taken in account. The theory was applied to two plain
carbon steels at different cutting conditions by using flow stress
data obtained from high-speed compression tests.

Lee (Ref 5) conducted orthogonal machining experiments in
6061-T6 aluminum, 4340 steel and Ti-6Al-4V titanium to mea-
sure strain distribution in deformed chips using a grid analysis
technique. Strenkowski and Carrol (Ref 6) described FEM on
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orthogonal metal cutting, introducing a new chip separation
criterion based on the effective plastic strain in the workpiece.
Several cutting parameters that are often neglected in simpli-
fied metal cutting models are included, such as elastic-plastic
properties of workpiece and tool, friction along the tool rake
face, and geometry of the cutting edge and workpiece. The
model predicts chip geometry, residual stresses in the work
piece and tool, and stresses and forces without any reliance on
empirical metal cutting data. This paper also demonstrates that
the use of a chip separation criterion based on effective plastic
strain is essential in predicting chip geometry and residual
stresses with FEM.

Childs and Maekawa (Ref 7) studied the development of an
elastic-plastic and thermal finite element analysis of chip flow
and stress, tool temperature, and wear in low alloy steels. The
analysis needs further refinement, particularly in its tool force
prediction capacity but has been helpful in tool temperature and
wear prediction.

Other investigators have focused their experiments in or-
thogonal metal cutting using the FEM (Ref 8-14).

Nomenclature

&) external diameter, mm
@i internal diameter, mm
f feed rate, mm/rev

Vv cutting speed, m/min

Fx cutting force, N

Fy thrust force, N

a clearance angle, degrees

v rake angle, degrees

R tool edge cutting radius, mm

R, maximum roughness height, pm
rms  root-mean-square average, jm
R, arithmetic mean value, pm

1o shear stress
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Table 1 Chemical composition of AISI 52100

% C % Cr %Fe % Mn % Si %P %S

0.98-1.10 1.40 97.05 0.35 0.25 <0.25 <0.25

Table 2 Physical and mechanical properties of
AISI 52100

Property Value
Density, kg/m® 7827
Specific heat, J/kg °C 458
25<T<204 640
204 < T< 426 745
426 < T <537 798
T>537
Thermal conductivity, W/m - K 46.6
Coefficient of thermal expansion, °C x 107° 12.6
Melting temperature, °C 1500
Yield strength, MPa 2427
Young’s modulus, GPa 210
Poisson’s ratio 0.277
Hardness(a), HRC 62

(a) To obtain 62 HRC, the steel was heat treated at 829 °C (1525 °F) for
15 h, quenched in oil, and tempered at 163 °C (325 °F) for 2 h.

Table 3 Physical and mechanical properties of
PCBN tool

W J E: 3.81 mm
L W: 3.96 mm
) R: 0.25 mm

Fig. 1 Scheme of the tool used for the experiments

Table 4 Experimental cutting forces obtained under
different cutting conditions (Ref 15)

Test V, m/min f(a), mm/rev FXexps N
1 121.9 0.127 348.4
2 121.9 0.178 452.4
3 182.9 0.127 327.8
4 182.9 0.152 382.8
5 182.9 0.178 412.4

(a) The feed rate is the depth of cut in an orthogonal cutting process.

Table 5 Boundary conditions used for the simulations

Property Value Boundary condition Workpiece Tool
Density, kg/m® 3420 Constraint displacement in X BC
Specific heat, J/kg °C 750 Constraint displacement in Y AB-BC FE-ED
Thermal conductivity, W/m - K 100 Heat exchange with environment AB-BC FE-ED
Coefficient of thermal expansion, °C x 107° 4.90 Coefficient of friction at tool-chip interface 0.3 0.3
Young’s modulus, GPa 680 Tool movement .. -X
Poisson’s ratio 0.22

2. Experimental Procedure

2.1 Workpiece Material and Characteristics

AISI 52100 carbon steel was used for the experiments with
D= 41.275 mm and J;,, = 27.05 mm. Table 1 shows the
chemical composition, and Table 2 shows the physical and
mechanical properties of this steel.

2.2 Tool Material and Characteristics

Kennametal NG 31561, Grade KD120, polycrystalline cubic
boron nitride (PCBN) cutting tool, with a CBN content of
approximately 90%, was used for the experiments. The char-
acteristics of the tool are shown in Table 3, and its geometry is
shown in Fig. 1.

3. Research Approach

3.1 Selection of Best Variables to Simulate an Orthogonal
Machining Process Using DEFORM 2D Software

An orthogonal machining process was simulated using
DEFORM 2D. To select the best variables to simulate an or-
thogonal cut, the resultant cutting forces obtained from the
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simulations were validated by comparing them with previous
experimental cutting force data (Table 4). For simplicity, the
usual 2D plane strain condition was assumed. This is a reason-
able assumption provided that the width of cut is significantly
larger than the depth of cut. In view of significantly high elastic
modulus of most tool materials, a perfectly rigid tool was mod-
eled. This is also an acceptable approximation because the
elastic deflection of the tool is secondary relative to the exces-
sive plastic deformation of the work piece (Ref 8).

Because DEFORM 2D did not have the flow stress model
for the material (AISI 52100) used in the experimental work (Ref
15), flow stress data for this steel was included (62 HRC). This
flow stress data was obtained from previous research (Ref 16).

The following are the variables to be considered for the
simulation of the orthogonal machining process using
DEFORM 2D: workpiece geometry, numbers of elements in
work piece, numbers of elements in tool, type of element use
for the mesh of the workpiece and the tool, heat transfer coef-
ficient at tool-chip interface, friction coefficient (sticky area),
coulomb constant (sliding area), length of sticking region, time
steps, and number of steps.

Table 5, shows the boundary conditions used for the simu-
lations of an orthogonal cut and Fig. 2 shows the scheme of the
general view of the FEM simulation using DEFORM 2D.

DEFORM 2D considers the Coulomb model as the friction
model between the workpiece and the tool for the orthogonal
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Fig. 2 Scheme of the general view of the FEM for simulation of an
orthogonal cut using DEFORM 2D
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Fig. 3 Scheme of cut of the friction model considered for the or-
thogonal cutting process

cut simulation, considering a sliding and sticky area. Figure 3
shows the scheme of cut where these areas are located.

As observed in Fig. 3, line AC is the contact length be-
tween the tool rake angle (y) and the chip. Also, it can be
observed how the contact length AC is divided in two parts AD
and DC. The shear stress (o) is constant along AD but decreases
to zero along DC, reaching the zero value when the chip stops
touching the tool (point C). The sticky condition occurs in region
AD and the sliding condition occurs in region DC.

3.2 Stress, Deformation, Rate Deformation and
Temperature Generated during the Simulation
Cutting Process

Once the best variables are known that simulate an orthogo-
nal cutting process for AISI 52100 using DEFORM 2D (Sec.
3.1), simulations were done considering the feed rates (i.e.,
depth of cut in an orthogonal cut). This is shown in Table 6.

Values of cutting force, stress, deformation, deformation
rate, and temperature for each cutting condition were selected
for the work piece in the area located around the tool cutting

584—Volume 14(5) October 2005

‘Workpiece

Zone A: Contact between workpiece-chip
Zone B: Stress, strain, etc. values

Fig. 4 Scheme of the moment when the chip touches the workpiece
during the simulation of an orthogonal cut

Table 6 Selected cutting variables used for
the experiments

Test f, mm/rev

0.02
0.03
0.04
0.05
0.06
0.07

AN AW =

edge (zone B) and in the step before the chip touches the work-
piece (zone A). This is shown in Fig. 4.

The experimental orthogonal cuts were carried out on a
Hardinge super precision lathe (Model Conquest T 42 SP). The
experimental cutting forces were measured with a dynamometer.

Samples, with &, = 38.65 mm, &, =35.05 mm and with
a thickness of 2 mm, were obtained from each cutting condition
according to the scheme shown in Fig. 5.

The experimental orthogonal cuts were done in the dry con-
dition using a constant speed of V = 120 m/min. Each condi-
tion was done twice to assure reliable results. (See cutting
conditions in Table 6). A tool with the same characteristics as
shown in Table 3 and Fig. 1 was used for the experiments.

3.3 Surface Roughness Measurement

After the experimental orthogonal machining process was
done for each cutting condition, the surface roughness was
measured for all specimens in the four different areas (A, B, C,
D), as shown in Fig. 6. Each area was measured five times
along and across the feed cutting marks to obtain an average of
the R,, rms, and R, surface roughness values. The surface
roughness was measured using a white light interferometer

with an objective of 10x, no filter, and a scan length of 20 pm
bipolar (14 s).

4. Results and Discussion

4.1 Selection of Best Variables to Simulate an Orthogonal
Machining Process Using DEFORM 2D

The simulations were done under the conditions shown in
Tables 5 and 6. Once the experimental cutting forces were
compared with the simulated cutting forces (considering the
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Straight cut

Fig. 5 Scheme of the sequence used for the experiments

AB.C,D. Areas to be measured.

Fig. 6 Scheme of the resulted specimen obtained from the orthogonal
machining process and the areas where the surface roughness was

measured

Table 7 Variables for an orthogonal machining process
simulation for AISI 52100 using DEFORM 2D

Workpiece material

Workpiece geometry

Number of elements in workpiece
Tool material

Tool geometry

Numbers of elements in tool
Type of element use for the mesh
of the workpiece and the tool

Heat transfer coefficient at
tool-chip interface

Friction coefficient at sticky area

Coulomb constant at sliding area

Length of sticky region

Time steps

Total number of step

Elastic-plastic

3 x 1.127 mm

5000

Rigid

0.587 x 1 mm: a = 5°,
vy = 0° R = 0.035 mm

1003

4 nodes, Isoparametric
plane strain elements

11 W/m - K

1

0.3

Same as depth of cut
1x107s

4000

best variables for an orthogonal machining simulation) for the
different trials with different variables, the following results
(Tables 7 and 8) were obtained.

A difference of 20% between the experimental and simu-
lated values was considered to be good (Ref 9). As can be
observed, the simulated cutting forces obtained are very close
to the experimental values (Table 7) and are the best values to
simulate an orthogonal cut using DEFORM 2D under these
experimental conditions.

Analyzing the results, the simulated cutting forces exhibit
the same behavior as the experimental cutting forces. This is
shown more clearly in Fig. 7.
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Fig. 7 Cutting force versus feed rate: (a) V = 121.92 m/min and (b)
V = 182.88 m/min

Table 8 Experimental and simulated cutting forces
(based on Table 4)

Speed, Feed,
Test m/min mm/rev Fxgyp N FXgiman N Error, %
1 121.9 0.127 348.4 367.2 5.4
2 121.9 0.178 452.4 478.4 5.7
3 182.9 0.127 327.8 344.0 5.0
4 182.9 0.152 382.8 404.8 5.7
5 182.9 0.178 4124 457.6 10.4

Figure 7 also shows an increase of almost 100 N in the
cutting force upon increasing the feed rate 50% for a constant
cutting speed. This behavior is due to the fact that the chips
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Fig. 8 Cutting force versus cutting speed: (a) f = 0.127 mm/rev and
(b) f = 0.178 mm/rev

Table 9 Experimental, simulated, and error between
cutting and thrust forces obtained as a result of the
orthogonal machining process

Fx, Fy,
j; erxp’ Fxsimul’ %o Fyexp? Fysimul’ %o

Test mm/rev N N error N N error
1 0.02 96.6 70.4 27.1 125.5 121.0 3.6

2 99.2 29.0 1339 9.6

3 0.03 122.5 97.2 20.7 138.8 143.0 3.1

4 124.6 22.0 146.4 2.3

5 0.04 146.9 120.0 18.3 151.2 158.4 4.7

6 148.7 19.3 149.2 6.2

7 0.05 170.4 152.4 10.6 157.1 173.6 10.5

8 167.8 9.2 160.7 8.0

9 0.06 193.2 180.0 6.8 164.9 183.2 11.1

10 196.3 8.3 166.9 9.8
11 0.07 210.2 220.0 4.7 167.1 190.0 13.7
12 214.3 2.7 166.8 13.9

become larger as the feed is increased, producing higher com-
pression of the tool against the working material, and leading to
higher plastic deformation on the cutting area. This behavior is
also in agreement with previous research (Ref 17-19).

When analyzing the influence of the cutting speed on the
cutting force (Fig. 8), a slight decrease of around 30 N is
observed for the cutting force when increasing the cutting
speed 50% for a constant feed rate.
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Fig. 9 (a) Cutting force versus feed rate and (b) thrust force versus
feed rate for AISI 52100

Table 10 Results of simulated stress, strain, strain rate,
and temperature in workpiece surface cut area after an
orthogonal cut

Stress, Strain, Strain rate,
f, mm/rev MPa mm/mm mm/mm/rev  Temperature, °C
0.02 836.7 1.79 1.5 x 105 476.3
0.03 843.5 2.44 1.5 x 105 482.2
0.04 859.5 2.74 1.5 x 105 478.9
0.05 869.1 2.51 1.5 x 105 481.5
0.06 888.3 2.24 1.5 x 105 487.2
0.07 907.1 2.27 1.5 x 105 489.3

Previous research showed that the cutting speed does not
have much influence on the cutting force compared with the
other cutting variables such as feed rate, depth of cut and tool
nose radius (Ref 19). These results agree with previous re-
search when compared with cutting speed slopes (Fig. 8) and
feed rate slopes (Fig. 7). Also, previous research showed that
the cutting force is practically constant when the cutting speed
is increased (Ref 4).

4.2 Simulated and Experimental Orthogonal Machining
Process for AISI 52100 C Steel

Once the best values of the variables for simulating an or-
thogonal cut were selected (Table 7, Part 1), new simulations
for AISI 52100 were done based on the results shown in Table
6. The experimental orthogonal cuts were carried out as before.
The results obtained from this simulation and experiments are
shown in Table 9.
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Fig. 10 Stress contour lines for f = 0.04 mm/rev
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Fig. 11 Stress versus feed rate for AISI 52100 cut at V = 120 m/min

Because experimental cutting and thrust forces are very
close to each other for each cutting condition, a third trial was
not needed. As can be observed, the highest errors were ob-
tained for f = 0.02 and 0.03 mm/rev. This is probably due to
the fact that these feeds are lower than the tool cutting edge
radius (R = 0.035 mm). Also, it was observed in general terms
that the error between experimental and simulated cutting and
thrust forces is less than 20%, making this a very good ap-
proach, and leading to very good results (Ref 9).

After each experimental run, the tools were observed in a
microscope to evaluate the cutting edge radius and flank wear
of the tool after each cut. Figure 9 shows the influence of the
feed rate on the experimental and simulated cutting and thrust
force. It can be observed that in both cases the force increases
when the feed rate is increased. These results agree with pre-
vious research (Ref 17-19).

Table 10 shows the results of highest stress, strain, strain
rate and temperature obtained in the workpiece surface cut
area (Zone B, Fig. 4) after the simulation of an orthogonal
machining process in the step were the chip starts to touch the
workpiece.

Figures 10, 12, 14, and 16 show representative contour lines
for stress, strain, strain rate and temperature for the step where
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Fig. 16 Temperature contour lines for f = 0.03 mm/rev

the chip touches the workpiece (as shown in Fig. 4) for dif-
ferent cutting conditions.

From analysis of Fig. 10, it can be observed that, in general,
higher values of stress occur in the primary deformation zone
and a decrease in stress is observed in the secondary deforma-
tion zone. Due to the small rake angle used for the experiments
(y = 0°), very high stresses are imposed on the workpiece.
Under these conditions, the workpiece shears along a plate, or
thin zone (i.e., primary zone), where the stress is a maximum
(Ref 20). Figure 11 shows more clearly the influence of the
feed rate on the stress, where the tendency is increased stress
when the feed is increased. Also, the experiments showed for
all conditions that the chip size increases as the feed rate was
increased.

From analysis of Fig. 12, it can be observed that in all cases
higher values of strain were located in the primary deformation
zone, and even though a define pattern was not observed, ap-
parently the tendency is a decrease in this value when the feed
rate is increased. This is probably due to the fact that as the feed
is increased, the chip becomes larger. Since the contact area
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Fig. 17 Temperature versus feed rate for AISI 52100 cutat V = 120
m/min

Table 11 R, rms, and R, from measurement across
feed marks for each cutting condition

f, mm/rev R, + 0.001 pm rms * 0.001 pm R, = 0.001 pm
0.02 1.638 0.295 0.234
0.03 1.745 0.313 0.251
0.04 1.501 0.25 0.196
0.05 1.819 0.332 0.268
0.06 2.295 0.374 0.295
0.07 245 0.398 0.311

Table 12 R, rms, and R, from measurement along feed
marks for each cutting condition

f, mm/rev R, + 0.001 pm rms * 0.001 pm R, = 0.001 pm
0.02 1.111 0.308 0.155
0.03 1.059 0.195 0.209
0.04 0.969 0.185 0.145
0.05 0.904 0.163 0.127
0.06 1.457 0.274 0.215
0.07 1.440 0.275 0.214

between the chip and the tool has increased, a uniform com-
pression zone forms producing smoother deformation in this
area. This behavior is also shown in Fig. 13, where strain is
plotted against the strain of the workpiece surface cut area
after the orthogonal machining simulation process.

From analysis of Fig. 14, it can be observed that the strain
rate contour lines are located in the chip area and concentrated
in the chip-rake face tool area. Also, it is shown that higher
values of strain rates are in the chip tool interface zone. This
result remains constant for all cutting conditions. Figure 15
shows the influence of the feed rate on the strain rate. In this
figure, the strain rate remains constant as the feed rate is in-
creased. This result is logical because for the simulations the
strain rates were assume constant from 1072 to 10° mm/s since
this steel has low strain rate sensitivity.

From analysis of Fig. 16, where temperature contour lines
are shown for f = 0.03 mm/rev, it is seen that the temperature
is higher in the contact zone between the chip and tool’s rake
face. This behavior was constant for all experimental condi-
tions. This behavior results from the generation of heat during
the cutting process due to the friction between the chip and
tool. Figure 17 shows the influence of the feed rate on tem-
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Fig. 18 Surface roughness versus feed rate, for AISI 52100: (a)
across feed cut marks and (b) along feed cut marks

perature. In this figure, it is seen that the temperature increases
as the feed rate is increased (i.e., depth of cut), since the contact
area between chip and tool also increases due to an increase in
the energy required for the cutting process.

4.3 Surface Measurement

As it was mentioned before, each specimen was measured
five times along and across the feed marks in four different
areas (A, B, C, and D). To obtain an average of the surface
roughness value, extreme values were ignored on each test.
Tables 11 and 12, shows the total average of the R, (maximum
roughness height), rms (root-mean-square average), and R,
(arithmetic mean value), across and along the feed cut marks.
Figure 18 shows the influence of the feed rate on the R,, rms,
and R, values across and along the feed cut marks.

Figure 18 shows that feed rate has more influence on R, than
rms and R,. Also, the surface roughness decreases between
0.02 and 0.04 mm/rev and increases from this last value of feed
rate. This behavior is more noticeable on an R, plot, and a very
slight effect can be observed on rms and R, plots. This behavior
is probably due to the fact that the tool edge radius is smaller
than 0.04 mm.

Because these results showed that the feed rate has more
influence on the R, values of surface roughness, this variable
was plotted against the values of stress, strain and temperature.
Figures 19-21 show the influence of stress, temperature and
strain obtained in the workpiece surface cut area due to the
orthogonal machining process simulation on the surface

From Fig. 19-21, the behavior of R, across and along the
feed cut marks is the same. In Fig. 19 and 20, the R, values, in
general, increase when the stress and the temperature are in-
creased.
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This result is due to the fact that these values (i.e., stress and
temperature) increase when the feed rate is increased (Fig. 11
and 17). Because the feed is higher, the chip becomes larger
producing an increase of the contact area between the chip and
the tool, and giving rise to an increment of friction. In addition,
this is a rough way to remove material from the workpiece
surface.
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In Fig. 21, where the influence of the strain on R, is plotted,

it was observed that surface roughness improves slightly when
the strain increases. This result is probably due to the uniform
contact between the chip and the tool as the feed rate is in-
creased.

5.

Conclusions

It was verified that the cutting and thrust forces increase
when the feed rate is increased.

It was verified that the cutting forces are almost constant
when the cutting speed is increased.

Higher values of stress are located in the primary defor-
mation zone.

Higher values of strain and temperature are located in the
secondary deformation zone.

Stress and temperature increase when the feed rate is in-
creased.

Strain decreases when the feed rate is increased

Feed rate has more influence on the R, than on rms and R,.
Surface roughness increases when the feed rate is in-
creased, and this is more noticeable for R,.

Surface roughness (R,) increases with an increase of stress
and temperature and decreases with a decrease of the
strain.
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